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Abstract

An annular liquid jet in a compressible gas medium has been examined using an Eulerian approach with mixed-fluid treatment. The
governing equations have been solved by using highly accurate numerical methods. An adapted volume of fluid method combined with a
continuum surface force model was used to capture the gas–liquid interface dynamics. The numerical simulations showed the existence of
a recirculation zone adjacent to the nozzle exit and unsteady large vortical structures at downstream locations, which lead to significant
velocity reversals in the flow field. It was found that the annular jet flow is highly unstable because of the existence of two adjacent shear
layers in the annular configuration. The large vortical structures developed naturally in the flow field without external perturbations.
Surface tension tends to promote the Kelvin–Helmholtz instability and the development of vortical structures that leads to an increased
liquid dispersion. A decrease in the liquid sheet thickness resulted in a reduced liquid dispersion. It was identified that the liquid-to-gas
density and viscosity ratios have opposite effects on the flow field with the reduced liquid-to-gas density ratio demoting the instability and
the reduced liquid-to-gas viscosity ratio promoting the instability characteristics.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Annular jets have many applications such as in air-
blasted atomisers in gas turbine combustors for aircraft
propulsion and in annular orifice injectors and hollow-cone
sprays in combustion engines (e.g. Adzic et al., 2001; Loz-
ano et al., 2001, 2005; Stiesch, 2003). An annular liquid jet
present in a gas medium is a complex multiphase flow
problem. Detailed studies on the flow instabilities and
liquid breakup phenomena of annular liquid jets are very
scarce. Many of the existing studies, such as those by Choi
and Lee (2005), Ibrahim and McKinney (2006) and Lash-
eras et al. (1998), were focused on experimental visualisa-
tions and simplified mathematical models, which are
insufficient to reveal and describe the complex details of
liquid breakup and atomisation. Although useful insights
have been obtained, including the inherently unstable
behaviour of the annular jet (Lin and Reitz, 1998; Rama-
0301-9322/$ - see front matter � 2007 Elsevier Ltd. All rights reserved.
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murthi and Tharakan, 1998; Mehring and Sirignano,
2000), a detailed knowledge on the physics of such flows
is still not available.

In many applications of annular jets, the flow is high-
speed and the gas phase is compressible such as in the fuel
injection and spray combustion processes in propulsion
systems and automotive industry. The interactions between
the compressible gas phase and the liquid can occur in dif-
ferent ways involving various fluid dynamic factors. Annu-
lar jets have some distinctive features compared to round
jets. A prominent fluid dynamic characteristic of annular
jets is the presence of two adjacent circular shear layers
near the jet nozzle exit, in comparison to one such shear
layer in round jets. Typical features of annular jets include
the existence of a recirculation zone very close to the jet
nozzle exit (Del Taglia et al., 2004; Sheen et al., 1996),
which is absent in round jets. Due to the existence of the
recirculation zone, annular jets have the well known ‘‘bell
shape” near the nozzle exit at upstream locations (Ibrahim
and McKinney, 2006), after which the flow collapses as the
flow progresses to downstream locations.
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The breakup of liquid jets and sheets, including that of
annular jets, is an essential stage in the atomisation and
spray processes, but there is insufficient knowledge on the
real physics of atomisation and the exact mechanisms of
liquid breakup still remain unclear (De Villiers et al.,
2004). It is difficult to fully understand the breakup process
using theoretical and/or experimental approaches because
of the complex fluid dynamic behaviour of liquid jets in a
compressible gas environment, involving mixing at a broad
range of time and length scales and complex interaction
and coupling between the two phases.

Within the context of numerical studies of gas–liquid
two-phase flow phenomena, the traditional Reynolds-aver-
aged Navier–Stokes (RANS) modelling approach could
lead to poor predictions of highly unsteady and complex
flow phenomena involving vortical structures due to the
intrinsic time- or ensemble-averaging of governing equa-
tions. Large-eddy simulation can be used to overcome the
problems associated with the averaging involved in RANS
approach but it may not be sufficient to understand the
detailed mechanisms in a high-speed multiphase flow, since
small scales still need to be modelled. In this context, direct
numerical simulation (DNS) can be a very powerful tool
that not only leads to a better understanding of the fluid
mechanics involved, but also provides useful databases
for the potential development of physical models for liquid
breakup and atomisation in gas environments.

Many studies have been performed using DNS to simu-
late the interface changes and turbulence in two-phase
environments (e.g. Banerjee et al., 2004; Fulgosi et al.,
2003; Lombardi et al., 1995) but the two phases were
divided into two single-phase sub-domains with the gas
flow considered as incompressible. These efforts focused
on the surface behaviour and the two phases were treated
as separate phases. There are a few studies referring to sim-
ulations of spatially developing liquid films. Richards and
Lenhoff (1995) simulated a liquid–liquid flow by injecting
N-heptane jet into water and compared the results with
experimental data. Albina and Peric (2000) investigated
the Rayleigh breakup and atomisation and obtained good
agreement with experimental results. Leboissetier and Zal-
eski (2001) simulated a diesel spray injection and evaluated
spray angles. Klein (2005) performed a three-dimensional,
spatially developed DNS of a liquid sheet exhausting into
a gaseous incompressible atmosphere under moderate Rey-
nolds number. However, the gas compressibility has largely
been ignored in the existing gas–liquid two-phase flow sim-
ulations. Furthermore, the effects of liquid sheet thickness,
liquid surface tension, and the density and viscosity ratios
of the two phases on the flow development have not been
extensively examined through advanced numerical simula-
tion techniques.

This study aims at a better understanding on the flow
physics of annular liquid jets in compressible gas environ-
ments by providing detailed information on the gas–liquid
two-phase flow field by solving the governing equations to
a high degree of accuracy. The DNS approach used is able
to resolve the detailed flow structures in the two-phase flow
field. The direct computation is achieved by solving the axi-
symmetric Navier–Stokes equations with the inclusion of
the effect of surface tension. Many studies can be found
in the literature concerning the surface tension effect in
free-surface flows (e.g. Hou et al., 2001; Nie, 2001; Rangel
and Sirignano, 1991; Zhang et al., 2001) but none of them
combined DNS with a compressible gas formulation in an
annular configuration. In this study, an adapted volume of
fluid and continuum surface force techniques have been
used to study the gas–liquid interface dynamics. Herein,
the gas is assumed to be fully compressible, while the liquid
is taken to be incompressible due to its infinitesimal com-
pressibility. This study investigates the effects of liquid
sheet thickness, surface tension, and liquid-to-gas density
and viscosity ratios on the fluid dynamics of an annular
liquid jet in a gas environment. In the following sections,
governing equations and numerical methods used are pre-
sented, followed by discussions on the results and the con-
clusions drawn from this study.

2. Governing equations

The governing equations for the gas–liquid two-phase
flow are based on the conservation laws. The injected liquid
is taken as incompressible with the surrounding gas fully
compressible and treated as an ideal gas. The flow field is
described by the time-dependent Navier–Stokes equations.
An idealised axisymmetric flow configuration has been
considered, where a thin liquid sheet is located inside an
annular gas jet. In this work, the non-dimensional form
of the governing equations is employed. The physical space
is spanned by a cylindrical coordinate system (x, r,h),
where x is the streamwise direction. The flow is considered
to be uniform in the azimuthal direction, i.e. uh = 0. Refer-
ence quantities used in the normalisation are the maximum
streamwise velocity at the jet nozzle exit (domain inlet), the
radius of the annular jet (measured from the middle of the
annular sheet to the geometrical centre of the axisymmetric
domain), the ambient temperature, the ambient gas density
and viscosity and the liquid surface tension (assumed to be
constant, which results in a non-dimensional value of one).
The non-dimensional quantities in the governing equations
are: x, streamwise direction; r, radial direction; u, stream-
wise velocity; v, radial velocity; t, time; c, ratio of specific
heats of the compressible gas; q, gas–liquid mixture den-
sity; qG, gas density; qL, liquid density (assumed constant);
l, gas–liquid mixture viscosity; lG, gas viscosity; lL, liquid
viscosity (assumed constant); p, gas pressure; T, tempera-
ture; Y, liquid mass fraction; U, liquid volume fraction;
j, curvature; r, surface tension; ET = qG [e + (u2 + v2)/2],
total energy of the gas with e representing the internal
energy per unit mass; Ma, Mach number; Pr, Prandtl num-
ber; Re, Reynolds number; Sc, Schmidt number; and We,
Weber number.

The governing equations are formulated upon the con-
servation laws for mass, momentum and energy and they
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describe both phases in a single set of equations. In the
Eulerian approach with mixed-fluid treatment adopted
(Crowe, 2006), there is no distinction between the velocities
of the two phases, while the density and viscosity are con-
sidered as gas–liquid mixture properties. In the current for-
mulation a non-reacting isothermal flow is considered,
where the two phases exchange only momentum without
phase change and energy transfer taking place. The conti-
nuity equation for the gas phase is given by

oqG

ot
¼ � oðqGuÞ

ox
� 1

r
oðqGvrÞ

or
: ð1Þ
The Navier–Stokes momentum equations for the gas–li-
quid two-phase flow take into account the effect of surface
tension and are given by the following two equations
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where the constitutive relations for viscous stress compo-
nents sxx, sxr, srr and shh are given in Table 1. For the iso-
thermal flow considered, neglecting the effects of liquid on
the gas temperature, the energy equation for the gas phase
is given by
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where the gas-phase heat flux components qx, qr, and the
viscous stress components sxx,G, sxr,G, srr,G are given in
Table 1. To allow for the gas compressibility to be consid-
ered, the transport equation for liquid mass fraction is uti-
lised, rather than the transport equation for liquid volume
fraction which is applicable to incompressible flows only.
The transport equation for the liquid concentration per
unit volume qY, including the effect of mass diffusion,
can be given as
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The constitutive relations for viscous stress and heat flux components
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Assuming the gas medium as ideal gas, the governing equa-
tions for the gas–liquid two-phase flow system include also
the perfect gas law, given by

p ¼ qGT

cMa2
: ð6Þ

The physics of the gas–liquid interface are computed and
analysed using the volume of fluid (VOF) method by Hirt
and Nichols (1979), which employs the liquid volume frac-
tion. The liquid volume fraction works as an indicator to
identify the different fluids. A liquid volume fraction value
of one, U = 1, corresponds to pure liquid and a value of
zero, U = 0, corresponds to pure gas. In between the two
values, 0 < U < 1, a gas–liquid interface region exists and
the fluid is considered as a mixture. In this study, the origi-
nal VOF method has been adapted to solve an equation for
the liquid mass fraction Y rather than the volume fraction
U in order to suit the compressible gas phase formulation.
From their definitions, a relation between liquid volume
fraction and mass fraction can be derived as

U ¼ qGY
qL � ðqL � qGÞY

: ð7Þ

Following De Villiers et al. (2004), the density and viscosity
of the gas–liquid two-phase fluid flow are considered as
functions of the liquid volume fraction and densities and
viscosities of both phases, given by

q ¼ UqL þ ð1� UÞqG; ð8Þ
l ¼ UlL þ ð1� UÞlG: ð9Þ

Eqs. (8) and (9) are utilised in conjunction with the VOF
method, to account for the contributions of the two indi-
vidual phases to the mixture properties (De Villiers et al.,
2004; Gao et al., 2003; Gueyffier et al., 1999). The linear
relation between the properties of the mixture and the indi-
vidual phases is required by the Eulerian approach with
mixed-fluid treatment for the multi-phase flow (Crowe,
2006), which ensures that the two phases both satisfy the
Navier–Stokes equations. The gas–liquid interface dynam-
ics are resolved using a continuum surface force (CSF)
model developed by Brackbill et al. (1992), which repre-
sents the surface tension effect as a continuous volumetric
force acting within the region where the two phases coexist.
The CSF model overcomes the problem of directly com-
puting the surface tension integral that appears in the Na-
vier–Stokes momentum equations, which requires the exact
shape and location of the interface.

In the CSF model, the surface tension force in its non-
dimensional form, as it appears in Eqs. (2) and (3), can
be approximated as rj/We$U, with the curvature of the
interface given by
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The governing equations at the domain centreline have
been put into a special form to avoid the singularities in
the mathematical formulation (Jiang and Luo, 2000; Jiang
et al., 2004a,b) and they were derived from the original
equations using l’Hôspital’s rule. This enables precise defi-
nition of the symmetry conditions. The new set of govern-
ing equations at the domain centreline is given by
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The centreline singularity of the curvature relation in Eq.
(10) and the centreline singularities of the constitutive rela-
tions for viscous stress components in Table 1 can also be
avoided by applying l’Hôspital’s rule.

3. Numerical methods

The numerical methods include the high-order finite-dif-
ference schemes for time advancement and spatial discreti-
sation. The governing equations are integrated forward in
time using a third-order compact-storage fully explicit
Runge–Kutta scheme (Williamson, 1980). The solution
variables (qG, qu, qv, ET, qY) in Eqs. (1)–(5) and (11)–
(15) are advanced in time using a three-step compact-stor-
age third-order Runge–Kutta scheme of the family derived
by Wray (1986). Two storage locations are employed for
each time-dependent variable and at each sub-step at these
locations, say Q1 and Q2 with Q representing the solution
variables, are updated simultaneously as follows

Qnew
1 ¼ a1DtQold

1 þ Qold
2 ; Qnew

2 ¼ a2DtQold
1 þ Qold

2 : ð16Þ
The constants (a1,a2) in Eq. (16) are chosen to be (2/3, 1/4)
for sub-step 1, (5/12, 3/20) for sub-step 2 and (3/5, 3/5) for
sub-step 3. At the beginning of each full time step, Q1 and
Q2 are equal. The data in Q1 is used to compute the right
hand side of Eqs. (1)–(5) and (11)–(15). The computed right
hand side is stored in Q1 (overwriting the old Q1). Eq. (16)
is then used to update Q1 and Q2. In Eq. (16), Dt is the time
step, which is limited by the Courant–Friedrichs–Lewy
(CFL) condition for stability.

During the time advancement, the density and viscosity
of the gas–liquid two-phase flow system are calculated
according to Eqs. (8) and (9), using the volume fraction
U calculated from Eq. (7). However, the liquid mass frac-
tion Y in Eq. (7) needs to be calculated from the solution
variable qY first. Using q5 to represent qY at each time
step, the liquid mass fraction Y can be calculated as

Y ¼ qLq5

qLqG þ ðqL � qGÞq5

: ð17Þ

Eq. (17) can be derived from Eqs. (7) and (8). At each time
step, Eq. (17) is used first to calculate the liquid mass frac-
tion, Eq. (7) is then used to calculate the liquid volume
fraction and Eqs. (8) and (9) are finally used to update
the mixture density and viscosity.

Spatial differentiation is achieved by using the high-
order compact (Padé) finite-difference scheme of Lele
(1992), which is of sixth-order at inner points, of fourth
order at the next to the boundary points and of third-order
at the boundary, thus it has been called the Padé 3/4/6
scheme. For a variable /j at grid point j in the cross-
streamwise direction, the sixth order Padé scheme at the
inner points can be written in the following form for the
first and second derivatives

/0j�1 þ 3/0j þ /0jþ1 ¼
7

3

/jþ1 � /j�1
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þ 1

12
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where Dg is the mapped grid distance in the radial direc-
tion, which is uniform in space (grid mapping occurs when
non-uniform grid is used). By applying the symmetry con-
ditions to both the primitive variables and their first and
second derivatives in the radial direction, the Padé 3/4/6
scheme has been extended to achieve the formal sixth-order
accuracy at the domain centreline (Jiang and Luo, 2000),
which is a boundary of the computational domain.

The discretisation of Eqs. (1)–(5) and (11)–(15) forms a
set of discretised equations whose solutions are obtained by
solving the tridiagonal system of equations. The interface
curvature in Eq. (10) is a function of the derivatives of
the liquid volume fraction and is also discretised according
to the Padé 3/4/6 scheme.

The grid system used is of the form used by Luo and
Sandham (1997), which is uniformly distributed in the



Table 2
The computational cases

Case
A

Case
B

Case
C

Case
D

Case
E

Case
F

Weber number, We 240 240 480 1 240 240
Liquid sheet

thickness, RL

0.01 0.02 0.02 0.02 0.01 0.01

Density ratio, (qL/qG) 5 5 5 5 2.5 5
Viscosity ratio, (lL/lG) 24 24 24 24 24 12
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x-direction and stretched in the r-direction. The mapped
grid in the radial direction uses a hyperbolic sine function
and concentrates points around the centre of the thin liquid
sheet inside the annular gas jet. The mapped grid in the
radial direction is utilised to resolve more efficiently the
flow fields near the liquid sheet, the surface tension and
the gas-phase vortical structures.

The boundary conditions in the DNS performed are dif-
ficult to treat because the sixth-order finite difference
scheme has no dissipation and very low dispersion errors.
This results in the need for an appropriate and precise spec-
ification of the boundary conditions to avoid numerical
instabilities and to control the spurious wave reflections
at the computational boundaries. At the same time the
boundary conditions must be able to represent the physical
conditions at the boundaries as realistically as possible.
There are four boundaries for the computational domain
which represents a half cross-section of the axisymmetric
domain: (1) the symmetry boundary at the geometrical cen-
tre of the annular jet r = 0; (2) the far side boundary in the
radial direction r = Lr; (3) an inflow boundary at the
domain inlet (jet nozzle exit) x = 0; and (4) an outflow
boundary downstream the computational box x = Lx.

At the inflow boundary, the Navier–Stokes characteris-
tic boundary condition (NSCBC) of Poinsot and Lele
(1992) is used. The NSCBC is compatible with the sixth-
order non-dissipative algorithms used for the spatial
DNS. It uses also the correct number of boundary condi-
tions required for well-posedness of the Navier–Stokes
equations that can avoid numerical instabilities and spuri-
ous wave reflections at the computational boundaries. A
‘‘soft” boundary is used for the equation of total energy,
meaning that the temperature is left free to ensure numer-
ical stability while other variables are imposed at the inflow
boundary. In the numerical simulations the variation of
temperature at the inflow is negligible. A hyperbolic tan-
gent profile (Jiang et al., 2004a) has been used for the
streamwise velocity. At the domain inlet the radial velocity
is taken as zero. The mass fraction of the thin liquid sheet
located around r0 = 1 is also assumed to have a ‘‘top-hat”
profile, given by

Y ¼ 1

2
1� tanh

RL

4d2

jr � r0j
RL

� RL

jr � r0j

� �� �� 	
: ð20Þ

This profile is similar to the velocity profile where the initial
momentum thickness (Michalke, 1984) is specified as
d2 = 0.1, which has also been used in the specification of
mass fraction in Eq. (20). The thickness of the liquid sheet
RL in Eq. (20) is given in Table 2 for the six computational
cases.

At the outflow boundary in the streamwise direction, the
nonreflecting characteristic boundary conditions due to
Thompson (1987) are applied. A sponge layer next to the
outflow boundary is also used to control the spurious wave
reflections from the outside of the computational domain
(Jiang and Luo, 2000). The strategy of using a sponge layer
is similar to that of ‘‘sponge region” or ‘‘exit zone” (Mitch-
ell et al., 1999), which has been proved to be very effective
in controlling the wave reflections through the outflow
boundary. The results of the sponge layer are unphysical
and therefore are not used in the data analysis as they do
not affect the results at upstream locations.

Nonreflecting characteristic boundary conditions due to
Thompson (1987) are used at the far side boundary in the
radial direction r = Lr, which prevent the wave reflections
from the outside of the computational domain and allow
entrainment of the ambient fluids. For the symmetry bound-
ary at the geometric centre of the annular configuration, sym-
metry conditions are applied and there is no need to apply
any additional boundary conditions based on the analysis
of characteristics since there is no fluid penetrating the sym-
metry line in the idealised axisymmetric configuration.
4. Results and discussion

4.1. Simulation details

Simulations have been performed to examine the effects
of liquid sheet thickness, surface tension, and liquid-to-gas
density and viscosity ratios on flow characteristics of the
gas–liquid two-phase flow. Numerical results from the six
computational cases shown in Table 2 will be presented
and discussed. In all the cases performed, the width of
the annular jet is 0.2 with a thin liquid sheet (thickness
given in Table 2) located in the middle of the compressible
gas. In Table 2, the parameters used for Cases A and B cor-
respond to diesel injection into compressed air at approxi-
mately 15 MPa and 300 K, where the liquid surface tension
is around 0.025 N/m and takes a unit non-dimensional
value based on the reference quantities mentioned in Sec-
tion 2. The input parameters used in the simulations for
all the computational cases are: jet Mach number Ma =
0.4; Reynolds number Re = 2000; Prandtl number Pr =
0.76; Schmidt number Sc = 0.76 and ratio of specific heats
c = 1.64. These parameters were estimated from values
given by Perry and Green (1998). In Table 2, the liquid
sheet thickness of Case B is doubled from its value in
Case A to examine its effect. Cases B, C and D have been
performed to examine the effect of liquid surface tension.
In Case D, the surface tension has been switched off to iso-
late its effect. An infinite Weber number represents a case
without surface tension. In Case C, the Weber number
was doubled from its value in Case B. In Table 2, Cases
E and F have been performed to examine the effects of
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liquid-to-gas density and viscosity ratios respectively,
where the comparison between Cases A and E can be used
to elucidate the effect of density ratio while the comparison
between Cases A and F can be used to elucidate the effect
of viscosity ratio.

The numerical methods used in the code have been pre-
viously well-tested and validated for different applications
of single-phase gas jets (Jiang and Luo, 2000; Jiang et al.,
2004a,b). In this study, the dimensions of the computa-
tional box [0 � Lx, 0 � Lr] are Lx = 20r0 with Lxs = 18r0,
and Lr = 10r0, where Lxs < x 6 Lx is the sponge layer.
The grid system used is of 1351 � 600 nodes. The grid
has a uniform distribution in the streamwise direction,
while it is stretched in the radial direction to include a suf-
ficient number of points around the annular jet. In this
study, a grid independence test has been performed, follow-
ing the grid refinement study performed previously to
determine the optimum grid (Jiang and Luo, 2000). A
CFL number of 2.0 is used, which has been tested to give
time-step independent results. A domain size test has also
been performed to guarantee the results are independent
of the domain size in the radial direction (Jiang and Luo,
Fig. 1. Instantaneous liquid volum
2000). The results presented next are therefore considered
to be grid, time-step and domain-size independent and
accurate in terms of the physical conditions specified. The
results will be presented for both instantaneous and time-
averaged flow properties and discussed in terms of the
effects of liquid sheet thickness, liquid surface tension,
and liquid-to-gas density and viscosity ratios on the flow
structures, velocity histories and liquid topology. For clar-
ity, the results in the contour and vector plots are shown
for a part, but for both sides, of the axisymmetric domain
used for the simulation of the annular jet. In most of the
figures shown below, subtitles a, b, c, d, e and f represent
for Cases A, B, C, D, E and F, respectively.

4.2. Instantaneous liquid topology and flow characteristics

Fig. 1 shows the instantaneous liquid volume fraction
contours at t = 100 for the six computational cases. It is
clear that in all cases the annular jet exhibits formation
of a ‘‘bell shape” near the nozzle exit plane, as described
by Ibrahim and McKinney (2006). This is because upon
emerging from the nozzle exit the jet has the tendency to
e fraction contours at t = 100.
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continuously converge towards the centreline. The annular
jet collapses further downstream the computational
domain and it spreads in the cross-streamwise direction
when the collapse is taking place. There is also a tendency
of liquid breakup. In Fig. 1, it is evident that a shorter ‘‘bell
shape” corresponds to a larger downstream spreading,
which is expected as they both correspond to a stronger
mixing of the annular jet with its ambient environment.
By comparing Cases A and B, shown in Figs. 1a and b,
it is evident that in Case A the jet exhibits a more elongated
‘‘bell shape”. The ‘‘bell shape” in Case A collapses at
around x = 6.5, while it collapses at x = 5.5 in Case B.
Case B has also a much larger spreading at the further
downstream locations. An increase in sheet thickness leads
to a faster flow development of the annular jet, resulting in
faster converging towards the centreline and larger down-
stream spreading. This trend is in good agreement with
the findings of Lin (2003) regarding the manifestation of
the destabilizing effect of interfacial shear.

For the effect of surface tension on the flow develop-
ment, comparing Figs. 1b–d, it can be seen that surface ten-
sion promotes flow instability which in turn enhances the
mixing of the annular jet with its ambient environment.
This agrees with findings from linear stability analysis of
surface tension effect on axisymmetric and annular jets
(Sirignano and Mehring, 2000; Shen and Li, 1995; Lin,
2003). It is evident that in Case C, where the surface ten-
sion effect is accounted for, the jet tends to spread more
than in Case D. Further increase of the surface tension
tends to spread the jet even more as shown by comparing
Cases B and C. A decreased elongation of the ‘‘bell shape”

is noticed when surface tension is included in the simula-
tion. In the annular gas–liquid two-phase flow, where the
two phases are not considered to have different local veloc-
ities in an Eulerian approach with mixed-fluid treatment,
surface tension promotes flow instability and thus increases
the cross-streamwise dispersion of the liquid jet. The
importance of surface tension in the instability promotion
was also noticed by Cao (2003).

The effect of density ratio on the flow development is
clear by comparing Fig. 1a and e. Case A is more vortical
than Case E since the increased liquid-to-gas density ratio
amplifies the instability. This trend is consistent with the
observations of Lin (2003), Shen and Li (1995) and Rangel
and Sirignano (1988). It is worth noticing that the trend is
opposite to that found by Shen and Li (1996) who assumed
the jet to be inviscid. The increased liquid-to-gas density
ratio tends to gradually increase the cross-streamwise dis-
persion of the liquid.

Cases A and F show the effects of the liquid-to-gas vis-
cosity ratio on the flow field. It is evident that Case F is
more vortical than Case A. The decreased viscosity ratio
in Case F tends to promote the instability since reduced vis-
cosity tends to destabilize the flow field. This observation is
consistent with the findings of Lin (2003). In Case F, vorti-
cal structures started their formations very close to the jet
nozzle exit in the upstream locations of the annular column.
The cross-streamwise dispersion of the liquid in Case F is
increased, as expected. It is interesting to see that density
and viscosity ratios have opposite effects on the flow devel-
opment since a decreased density ratio stabilizes the flow
while a decreased viscosity ratio has destabilizing effects.

The instantaneous velocity vector plots at t = 100 for
the six cases are shown in Fig. 2. For clarity the vectors
are plotted for a limited number of points which is signifi-
cantly fewer than the total number of grid points. At
t = 100, the flow can be considered as fully developed since
the jet has passed through the computational domain sev-
eral times. It can be seen that the flow has developed a vari-
ety of vortical structures. The most noticeable feature in
Fig. 2 is that the flow has two significant velocity reversals
along the centreline. In all cases, the first velocity reversal
occurs very close to the jet nozzle exit plane, which is due
to the formation of a recirculation zone adjacent to the
nozzle exit before x = 3. This formation of a recirculation
zone close to the nozzle exit is a common feature of annular
jet flow as it was also experimentally observed by Del
Taglia et al. (2004) and Sheen et al. (1996). In Fig. 2, an
important observation is that the second velocity reversal,
which occurs at downstream locations along the centreline,
corresponds exactly to the locations where the collapse of
the annular jet takes place. In Cases A, B, C and D, the sec-
ond velocity reversal occurs approximately at x = 6.5, x =
5.5, x = 5.0 and x = 8.5, respectively. Case E shows no for-
mation of a second velocity reversal zone mainly due to the
stable flow field associated with the reduced density ratio.
The increased instability found in Case F caused the second
velocity reversal zone to be adjacent to the recirculation
zone as shown in Fig. 2f. The second velocity reversal is
mainly owed to the formation of large-scale vortical struc-
tures at the downstream locations. It is interesting to notice
that in all cases the recirculation zones adjacent to the jet
nozzle exit have similar locations, while the downstream
vortical structures are quite different. In order to clearly
represent the vortical structures in the flow field, the instan-
taneous vorticity contours are shown next.

Fig. 3 shows the instantaneous vorticity distributions at
t = 100. In the axisymmetric annular simulations per-
formed herein only the azimuthal vorticity xh = ov/
ox � ou/or is shown since it is the only vorticity component
which is nonzero. Both negative and positive vorticity are
present, which is due to the fact that the liquid sheet has
two adjacent shear layers with opposite sign velocity gradi-
ents. In Fig. 3 the formation of vortical structures at the
downstream locations is evident. The formation of vortical
structures is mainly associated with the development of the
Kelvin–Helmholtz instability, which occurs when velocity
shear is present within a continuous fluid or when there
is sufficient velocity difference across the interface between
two fluids. In the mixed-fluid treatment adopted in this
study, there is no velocity difference across the interface
between the two fluids and thus the development of the
Kelvin–Helmholtz instability is due to the presence of the
two velocity shear layers located at around r = 1.



Fig. 2. Instantaneous velocity vector plots at t = 100.
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For liquid breakup and atomisation modelling, the Kel-
vin–Helmholtz instability is one of the major instabilities
considered (Stiesch, 2003). A noticeable aspect in the simu-
lations performed is that no external perturbation was
applied at the inflow to trigger the Kelvin–Helmholtz insta-
bility, unlike the simulations of axisymmetric jets (Jiang
et al., 2004a) where an external perturbation was essential
to initiate the Kelvin–Helmholtz instability. In this study,
the annular jet flow showed naturally developed flow insta-
bilities, where the development of vortical structures does
not depend on the continuous supply of external perturba-
tions. Such instability might be triggered by the mismatch
between the initial conditions specified and the exact solu-
tion of the Navier–Stokes equations. The growth of the flow
instability leads to the formation of large-scale vortical
structures in the flow field, which subsequently control the
mixing of the fluids and dominate the flow characteristics.

To further examine the velocity reversals at the jet centr-
eline, Fig. 4 shows the instantaneous centreline velocity
profiles at t = 100 for all the cases under investigation.
The characteristic feature in Fig. 4 is that in all cases, apart
from Case F, the centreline velocity drops from the zero
value at the inlet to a value of approximately �0.6 at the
location x = 0.5, which then gradually increases to a value
of zero at approximately x = 3.0. This velocity behaviour is
due to the recirculation zone adjacent to the nozzle exit.
Further downstream negative values of velocity appear
again, because of the second velocity reversal associated
with the formation of a large-scale vortical structure as
shown in Fig. 2. The velocity variations at the jet centreline
are due to the large-scale vortical structures developed in
the flow field. In Case F the dropped centreline velocity
continues to have negative values up to the location of
x = 8.0 due to the velocity reversals associated with the
vortical structure adjacent to the recirculation zone. For
all the cases in Fig. 4, Case B shows the largest velocity
variations due to the strong mixing associated with the vor-
tical structures in this case. The increased liquid sheet
thickness tends to increase the velocity variations at the
centreline, as it can be seen by comparing Cases A and
B. By comparing Cases B, C and D it is clear that surface
tension promotes vorticity. Case E does not show any neg-
ative velocity, apart from the recirculation zone adjacent to
the nozzle exit, due to the non-existence of a second veloc-



Fig. 3. Instantaneous vorticity contours at t = 100 (solid line: positive; dashed line: negative).

Fig. 4. Instantaneous centreline velocity profiles at t = 100.
Fig. 5. Instantaneous centreline velocity profiles of Case B at different
time instants.
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ity reversal zone in the flow field. The stable flow field in
Case E does not enable development of large-scale vortical
structures. From Cases E and F it is clear that the liquid-
to-gas density and viscosity ratios have opposite effects
on the flow development with the reduced density ratio
having demoting vorticity characteristics and the reduced
viscosity ratio having promoting vorticity trends. These
observations are consistent with linear theories (Lin,
2003; Shen and Li, 1995).
The instantaneous centreline velocity profiles in Case B
at different time instants are shown in Fig. 5. It is clear that
the recirculation zone very close to the jet nozzle exit,
exhibits a stationary behaviour since the velocity profiles
are overlapping each other from x = 0 to x = 2.0. Further
downstream, significant velocity variations are evident
indicating the formation of large-scale vortical structure
in the flow field which has a dynamic behaviour. From
Fig. 5 it is clear that the annular liquid jet shows two
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characteristic regions along the centreline, which are: (i) a
recirculation zone adjacent to the nozzle exit; and (ii) a
large-scale vortical structure with negative velocity at the
domain centreline downstream the computational domain.
The existence of the recirculation zone adjacent to the noz-
zle exit is associated with the spatial development of the
annular flow, due to the formation of a stagnation region
when the annular jet flow meets the centreline of the
domain at r = 0. The downstream vortical structure is
mainly associated with the development of the flow
instability.

The instantaneous centreline gas density and pressure
profiles at t = 100 are presented in Fig. 6. As expected
the gas density and pressure profiles have a very similar
trend since pressure is directly proportional to density in
an isothermal environment. By comparing Figs. 6 with
Fig. 4 it can be seen that the centreline density and pressure
show a trend roughly opposite to the centreline velocity.
The profiles of centreline gas density and pressure indicate
also the presence of large-scale vortical structures in the
flow field. In Case E, the centreline gas density and pressure
undergo small fluctuations due to the stabilizing effect of
the reduced density ratio on the Kelvin–Helmholtz instabil-
Fig. 6. Instantaneous centreline gas den
ity. In Case F, the centreline gas density and pressure
undergo small changes mainly because of the proximity
of the recirculation zone and the vortical structure and
the small size of the vortical structure near the centreline.

The annular gas–liquid two-phase flow exhibits an
intrinsic instability that leads to the formation of vortical
structures in the flow field. To further examine the fluid
dynamic behaviour of the annular jet, time-traces of the
streamwise velocities of the annular jet are shown in
Fig. 7 for two centreline locations starting from x = 5
and progressing further downstream to x = 15. It is worth
mentioning that at the inlet the centreline streamwise veloc-
ity is zero. The velocity variations at x = 5 are relatively
small while they are much larger at the downstream loca-
tion x = 15. The increased downstream velocity variations
are due to the growth of flow instability and the establish-
ment of large-scale vortical structures.

In Fig. 7, it is clear that an increase in liquid sheet thick-
ness results in an increase in the velocity variations, as it
can be observed by comparing Figs. 7a and b. Comparing
Cases, B, C and D, it can be seen that Case B exhibits the
largest centreline velocity variations, since the flow field in
Case B is more vortical than the other two. By comparing
sity and pressure profiles at t = 100.



Fig. 7. Centreline streamwise velocity histories at different locations.
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Cases A and E it is clear that Case A undergoes more sig-
nificant velocity fluctuations due to the increased vortical
level of the flow field. An opposite trend is observed by
comparing Figs. 7a and f since Case F is more unstable
than Case A resulting in a more energetic flow field. It is
worth noticing that the shape of the centreline velocity pro-
files at x = 5 is similar in all cases apart from Case F. This
is primarily owed to the fact that the differences between
the computational cases are mainly associated with the
development of the vortical structures, which occurs down-
stream the computational domain. The large velocity vari-
ations at x = 5, found in Case F, are due to the nature of
the second velocity reversal region, which is adjacent to
the recirculation zone, that causes formation of large-scale
vortical structures at this particular cross-streamwise
location.

4.3. Time-averaged flow characteristics

In this study, the time-averaged flow properties have
also been calculated to examine the flow characteristics.
The time interval used for the calculation of the averaging
properties is between t1 = 60 and t2 = 100, after the flow
has been fully developed. The large-scale vortical structures
at the downstream locations are an instantaneous flow
characteristic and they would not be present in the time-
averaged results, due to the fact that the vortical structures
are continuously convected downstream by the mean flow.
In Fig. 8, the time-averaged liquid volume fraction con-
tours are shown.

In Fig. 8, it is evident that in all cases there is a smooth-
ing of the liquid volume fraction due to the time-averaging
performed. In all cases the jet exhibits the ‘‘bell shape”

observed in Fig. 1. Case B shows larger cross-streamwise
dispersion compared to Case A, and Cases C and D. This
is mainly owed to the effect of the liquid sheet thickness and
to the effect of surface tension, both of which affect the flow
structure and the dispersion of the liquid in the gas envi-
ronment. The inclusion of surface tension tends to increase
the cross-streamwise dispersion of the liquid while a
decreasing liquid sheet thickness tends to oppose the liquid
dispersion. The reduced liquid-to-gas density ratio limits
the cross-streamwise dispersion of the liquid jet as indi-
cated by comparing Figs. 8a and e, while a reduced
liquid-to-gas viscosity ratio tends to increase the liquid dis-
persion as shown by comparing Cases A and F.

Fig. 9 presents the time-averaged liquid volume fraction
profiles at two different locations. It can be noticed that at
x = 5 the profiles of all cases apart from Case F show a rel-
atively undistorted ‘‘top-hat” profile due to the fact that at



Fig. 8. Time-averaged liquid volume fraction contours.

Fig. 9. Time-averaged liquid volume fraction profiles at different cross-streamwise locations.

404 G.A. Siamas et al. / International Journal of Multiphase Flow 34 (2008) 393–407
this location the annular jet has not developed significant
flow instabilities and vortical structures. Therefore, the
liquid volume fraction is not widely spread and the cases
are similar. The slight distortion of the liquid volume frac-
tion profile in Case C is owed to the appearance of the sec-
ond velocity reversal zone at x = 5.0 which disturbs the
‘‘top-hat” distribution. This is clearer in Case F where
the volume fraction initial profile has fully collapsed since
the cross-streamwise position x = 5.0 is at the heart of
the reversal zone as it was also shown in Fig. 2f. Case E
shows the largest liquid volume fraction since the flow field
is not as unstable as in the rest of the computational cases.
This trend is also noticed at the location x = 10. Case A
shows a smaller liquid volume fraction due to its reduced
liquid sheet thickness, which is quite different from what
happens further downstream at x = 10. At x = 10 the
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annular jet shows the largest cross-streamwise dispersion in
Cases B and C while it shows the smallest in Case D, as it
was also shown in Fig. 1. The volume fraction distribution
in Case D is more compact than in Cases B and C since the
non-existence of surface tension acts as a stabilizing agent
in the development of the Kelvin–Helmholtz instability
which affects the dispersion of the liquid. As expected, Case
A shows relatively small liquid volume fraction at x = 10
due to the thin liquid thickness. Case E shows the largest
liquid volume fraction following the trend at x = 5.0. The
cross-streamwise dispersion in Case F is broader as
opposed to Case A as the increased vortical flow field in
Case F tends to enlarge the dispersion of the liquid jet.

The time-averaged streamwise velocity contours are
shown in Fig. 10. The most important feature in Fig. 10
is the clear capturing of the recirculation zone adjacent to
the nozzle exit which is evident from the negative value
of the streamwise velocity in this region. The second veloc-
ity reversal region next to the domain centreline is captured
further downstream, as it was also noticed in Fig. 2, which
is due to the collapse of the liquid sheets and further devel-
Fig. 10. Time-averaged streamwise velocity contou
opment of the flow vortical structures. In Fig. 10, Cases E
and F show different behaviour compared with the other
cases. In Case E there is no evidence on the existence of
downstream vortical structures, due to the fact that this
is the most stable case. An interesting characteristic in Case
F is that the second velocity reversal region lies next to the
recirculation zone, in agreement with the observation in
Fig. 2f.

Fig. 11 shows the time-averaged streamwise velocity
profiles at different cross-streamwise locations. It is inter-
esting to see that in all cases, except from Case F, the veloc-
ity profiles at x = 5 remain similar since the annular liquid
sheet has not yet collapsed. In Case F the presence of the
second velocity reversal region at x = 5 affects the flow
velocity as indicated by the large negative velocity value.
All cases show decreasing velocity magnitudes at progres-
sive downstream locations, due to the mixing of the annu-
lar jet with its ambient environment. At x = 10 Case B
shows a larger negative velocity magnitude at r = 0 indicat-
ing a stronger and more energetic large vortical structure
next to the domain centreline.
rs (solid line: positive; dashed line: negative).



Fig. 11. Time-averaged streamwise velocity profiles at different cross-streamwise locations.
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5. Concluding remarks

A computational study of annular liquid jets in com-
pressible gas environments by direct solution of the
Navier–Stokes equations has been carried out. An Eulerian
approach with mixed-fluid treatment has been utilised in the
mathematical formulation of the gas–liquid two-phase flow
system, where the gas phase has been treated as fully com-
pressible. An adaptation of the VOF method to accommo-
date the compressible gas phase has been presented. The
governing equations have been directly solved using highly
accurate numerical methods. Six idealised axisymmetric
cases have been numerically analysed, in order to examine
the effects of surface tension, liquid sheet thickness, density
ratio and viscosity ratio on the flow development.

The simulations have shown that the annular jet flow is
characterised by a recirculation zone adjacent to the nozzle
exit. The annular liquid jet showed the well known ‘‘bell
shape” before the collapse of liquid sheets at further down-
stream locations where large-scale vortical structures are
formed due to the Kelvin–Helmholtz instability. The
increased liquid sheet thickness showed an increase in the
dispersion of the liquid in the compressible gas medium.
The presence of surface tension tends to promote the devel-
opment of the instability and the development of vortical
structures. The non-existence of surface tension results in
smaller liquid dispersion. A reduction in the liquid-to-gas
density ratio resulted in a more stable flow field while a
reduced liquid-to-gas viscosity ratio increased the instabil-
ity and thus increased the liquid dispersion.

This study is an effort towards a full three-dimensional
(3D) spatial DNS of annular liquid jets involving flow
swirling and the formation of large and small liquid drop-
lets, which is currently underway. The 3D spatial DNS will
be able to capture the fine details of liquid disintegration
and breakup, which are difficult to capture in idealised axi-
symmetric simulations due to a lack of three-dimensional
vortex stretching and interaction. A full 3D spatial DNS
can also provide useful databases for the development of
physical models of liquid breakup and atomization.
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